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Abstract—Freezing of gait (FoG) is one of the most common
symptoms of Parkinson’s disease (PD), a neurodegenerative
disorder which impacts millions of people around the world.
Accurate assessment of FoG is critical for the management
of PD and to evaluate the efficacy of treatments. Currently,
the assessment of FoG requires well-trained experts to perform
time-consuming annotations via vision-based observations. Thus,
automatic FoG detection algorithms are needed. In this study,
we formulate vision-based FoG detection, as a fine-grained
graph sequence modelling task, by representing the anatomic
joints in each temporal segment with a directed graph, since
FoG events can be observed through the motion patterns of
joints. A novel deep learning method is proposed, namely graph
sequence recurrent neural network (GS-RNN), to characterize
the FoG patterns by devising graph recurrent cells, which
take graph sequences of dynamic structures as inputs. For
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the cases of which prior edge annotations are not available,
a data-driven based adjacency estimation method is further
proposed. To the best of our knowledge, this is one of the
first studies on vision-based FoG detection using deep neural
networks designed for graph sequences of dynamic structures.
Experimental results on more than 150 videos collected from
45 patients demonstrated promising performance of the proposed
GS-RNN for FoG detection with an AUC value of 0.90.

Index Terms—Parkinson’s disease, freezing of gait detection,
deep learning, recurrent neural network, graph sequence.

I. INTRODUCTION

ARKINSON’S disease (PD) is a neurodegenerative dis-

order, characterized by motor symptoms as a result of
dopaminergic loss in the substantia nigra [1], [2]. Freezing
of gait (FoG) is a debilitating symptom of PD, presenting
as a sudden and brief episode where patients feet get stuck
to the floor, and a cessation of movement results despite the
intention to keep walking [3], [4]. As the disease progresses,
FoG becomes more frequent and severe, posing a major
risk for falls [5], [6] and eventually affecting the mobility,
independence and quality of the life [7]. Early detection and
quantification of FoG events are of great importance in clinical
practice and could be used for the evaluation of treatment effi-
cacy for FoG [8]. However, current FoG annotations heavily
rely on subjective scoring by well-trained experts, which is
extremely time-consuming. Therefore, computer-aided intel-
ligent solutions are needed to establish objective and timely
FoG detection and quantification.

Since observing PD subjects has been the gold standard
of identifying when FoG events happen in clinical assess-
ments [9], we can formulate FoG detection as a task which
classifies each short segment of a long assessment video into
two classes: FoG and non-FoG. To this end, vision-based FoG
detection methods have been rarely studied, although a few
vision-based Parkinsonian gait analysis methods have been
proposed [10]-[13]. These PD gait analysis methods were
mainly devised to characterize Parkinsonian gaits at a coarse
level (e.g., categorizing a given gait video as normal or abnor-
mal) and are not intended for accurately reporting individual
FoG events in a video. In addition, following a traditional
machine learning pipeline, these methods rely on extracting
hand-crafted features by assuming that a video contains only
a patient walking independently. However, in clinical settings,
supporting staff are often involved to ensure the safety of
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(b) Graph representation of each video frame

Fig. 1. Tllustration of a graph sequence (b) produced by a gait video segment
(a). The graph vertices are associated with the human anatomical joints which
are obtained from a human pose estimation algorithm, and the edges among
these vertices are further identified by the proposed method.

PD subjects. As a result, multiple persons can appear in
recorded videos, which may violate the assumptions of those
methods where only a patient appears.

Recent years have witnessed the ground-breaking success of
deep learning techniques for many vision tasks, such as object
recognition, video classification and human action recognition.
These techniques provide a unique opportunity to develop
deep learning based FoG detection methods to address the
limitations of the existing PD gait analysis methods. Although
many methods [14] have been proposed for generic video
classification problems which involve significant variation
between different classes (e.g., kicking and jumping) and each
video frame is generally represented as a whole unit, they
may neglect the subtle dynamics of FoG events, considering
the variation among different subjects could be higher than
that between FoG and non-FoG events. Several recent studies
(e.g. Pose-CNN [15], [16] and our recent one [17]) have
been conducted to model the subtle variation using region or
patch based representations. However, the relationship among
patches and the entire temporal sequence have not been
adequately explored.

Therefore, for the first time, the current study aims to
formulate FoG detection as a fine-grained graph sequence
modelling task by representing each temporal video segment
collected from a clinical assessment with a graph. As illus-
trated in Fig. 1, a number of consecutive temporal segments
of an assessment video are organized in sequential order:
for each segment, the anatomical joints are extracted and
characterized as vertices of a directed graph, which is in
line with the clinical practice where the joints of the knees
and feet are particularly attended to. As a result, a graph
sequence is obtained to represent this input video. Note that
the spatial structures of the graph sequence are dynamic since
the detected joints (vertices) vary over time (i.e. the locations
of the subject and the supporting clinical staff could change,
and the joints could be occluded from the view in recording
procedures).

Traditionally, recurrent neural networks (RNNs) including
the long short term memory (LSTM) and the gated recurrent
units network (GRU) have been widely used to model sequen-
tial vector inputs with promising results [18], [19]. Although
several studies have been proposed to address sequential graph
inputs [20], [21], it is not trivial to apply them to general
graph sequences especially when the structures are dynamic
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(i.e. vertices and edges can change over time). In this study,
we propose a novel RNN architecture, namely graph sequence
RNN (GS-RNN), to deal with general sequential graphs of
dynamic structures. In particular, to leverage the success of
gated mechanisms, which alleviates the gradient vanishing
and exploding issues of the original RNN, GS-LSTM and
GS-GRU are implemented. Computational operators, gated
mechanisms and memory states of GS-RNN cells are devised
to track sequential graph patterns while being compatible with
dynamic graph structures. Experimental results demonstrate
the effectiveness of the proposed GS-RNN architecture for the
FoG detection task and the benefits of utilizing graph sequence
representation. Moreover, graph sequence representations pro-
vide additional localization hints for clinical assessments.

In summary, the major contributions of this paper are three-
fold:

o We formulate FoG detection as a fine-grained graph
sequence modelling task, which is one of the first studies
to implement vision-based FoG detection. Instead of
characterizing each video temporal segment as a whole
unit or the patches of individual joints, we represent
each video with a graph sequence where the vertices
are associated with the anatomical joints, which enables
fine-grained characterization of the dynamic patterns of
FoG events.

o A novel recurrent neural network architecture GS-RNN
is proposed to learn from graph sequences of dynamic
structures. More specifically, GS-LSTM and GS-GRU
are implemented to leverage the success of gated
mechanisms.

o A large video dataset was created during the clinical
assessments of 45 PD subjects to evaluate the effective-
ness of our proposed methods.

The paper is organized as follows. Section II reviews the
related works including Parkinsonian gait analysis and various
deep learning techniques. Section III introduces the details
of our proposed methods. Section IV presents comprehensive
experimental results to evaluate the effectiveness of our pro-
posed GS-RNN for FoG detection. Lastly, Section V concludes
our study with discussions for future work.

II. RELATED WORK

In this section, related studies are reviewed from three
aspects: vision-based Parkinsonian gait analysis methods, deep
learning based video classification methods, and neural net-
works for graph data. Note traditional hand-crafted feature
based recognition methods are omitted, as deep learning based
methods have achieved the state-of-the-art recognition per-
formance. Skeleton based human action recognition methods
(e.g., [22]-[24]) are also omitted, as they generally rely on
accurate pose information and cannot be directly applied
to our FoG detection task where pose information may be
incomplete.

A. Vision-Based Parkinsonian Gait Analysis

Several vision-based Parkinsonian gait analysis methods
have been proposed [10]-[12]. At first the sagittal view was
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applied to record human gait by placing a camera laterally to
human subjects. In [10], the stride cycle and the posture lean
related features were introduced to characterize gait patterns.
The motion cue matching was be computed by the cosine
similarity between normal and abnormal gait and the matching
percentage was used to predict the label for an entire walking
behaviour. However, temporal localization is not available to
accurately detect abnormal patterns within a video. In [11],
gait patterns were characterized by various motion features
including stride length, leg angle, and average cycle time.
To identify abnormal gait patterns, traditional binary classifiers
were utilized. Besides the sagittal view, frontal view videos
have also been explored due to the convenience of the space
saving set-up, where a subject is required to walk towards and
away from a recording camera [12]. The set-up is similar to
clinical assessments and can avoid the issue that one leg is
occluded by the other.

Note that these methods were not devised specifically for
identifying FoG events and only perform crude gait analysis
of PD patients. In addition, the traditional pattern recognition
pipeline is followed in these studies, whereby hand-crafted
features are extracted and fed into a machine learning model
such as support vector machine (SVM), generalized linear
model or ensemble learning methods to obtain predictions.
However, extracting hand-crafted features usually requires
strong assumptions, which may not be feasible in realistic
scenarios. For example, these methods often assume that only
a patient appears in a video and can walk independently. This
ignores the fact that the patient may have mobility difficul-
ties and require external support to prevent possible falls.
To address these limitations, deep learning techniques provide
a great opportunity for developing real-world applicable FoG
detection methods built on the ground-breaking success of
many visual understanding tasks.

B. Deep Learning-Based Video Classification

Deep learning techniques have been widely utilized for
video classification due to their great success in many
visual understanding tasks. At first, single stream [25] and
two-stream methods [26] were proposed. The single-stream
based method applies pre-trained 2D convolution filters frame
by frame and different temporal fusion strategies are inves-
tigated. The two-stream based method takes the advantage
of the appearance and optical flow features obtained by 2D
convolutions to form spatial and temporal representations.
Based on these pioneering studies, three major types of deep
learning based methods are currently utilized to recognize
human actions in video: convolution neural network (CNN),
recurrent neural network (RNN) and two-stream based meth-
ods. The first type in general extends the 2D CNN architecture
to its 3D counterpart by which the convolution filters are
extended to filter 3D video data, such as C3D [27], P3D [28]
and I3D [14]. By considering an input video as a 2D image
sequence, the second type aims to model the temporal struc-
ture with recurrent neural networks such as long short term
memory (LSTM) or gated recurrent units (GRU) [29], [30].
The last type which is based on the pioneering two-stream
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approach represents video content with both appearance and
motion features [31].

However, the intra-class variation could be higher than
the inter-class variation for FoG detection, while these
above-mentioned methods mainly address generic human
action recognition problems which involve significant
inter-class variation. Therefore, novel fine-grained recognition
methods are needed to take the characteristics of FoG videos in
clinical assessments into consideration. Several recent studies
(e.g. Pose-CNN [15]-[17]) model the subtle variation with
region or patch based representations. However, the relations
among patches and an entire temporal sequence have not been
adequately explored.

C. Neural Networks for Graph Data

Graph neural network (GNN) [32] was proposed as one of
the first graph-based neural networks to process the data con-
taining graph structures. Recently, graph convolution neural
network (GCNN) has been proposed to exploit the structure
context of input data as an extension of the convolution
neural network [33]. It helps solve many challenging problems
including material design which involves molecular struc-
tures [34], [35], social network analysis [36], pose-based
applications [37], [38], video analysis [16], [39], and sheds
lights on FoG detection by analyzing temporal structure data.
The key advantages of GCNNs are implemented by graph
convolution layers which address graph inputs of varying
structures. By stacking multiple graph convolution layers,
it is feasible to construct deep neural networks. Nonetheless,
GCNNs are designed for independent graph inputs and not
available to formulate sequential or temporal patterns from
graph sequences.

Generally, RNNs have been widely used to model sequential
data. In particular, the LSTM and GRU methods were pro-
posed to address the gradient vanishing and exploding issues
of the original RNNs by introducing gated mechanisms [18],
[19]. GRU involves less computation compared with LSTM
while keeping similar performance and improving the effi-
ciency of the original RNNs. Moreover, GRU has shown better
classification performance on smaller datasets [40]. However,
these RNNs are designed for general sequential inputs of
which the input vectors are of a fixed length, whilst graph
sequences usually describe more complex structures over time
and it is more challenging to learn. Although structural graph
RNNs [20], [21], [41]-[43] have been proposed to take graph
sequences of fixed graph structures as the inputs, dynamic
graph sequences, which are more general for a wide range
of applications, have not been fully explored in the past.
Therefore, advanced RNNs are needed to represent and model
these complex patterns conveyed through the graph sequences
of dynamic graph structures.

III. PROPOSED METHOD

The major components of our novel GS-RNN architecture
are illustrated in Fig. 2, including the adjacency estimation
layer, the graph RNN layer, the vertex-wise RNN layer and
the graph pooling layer: the adjacency estimation layer aims
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Fig. 2.

Tlustration of the proposed GS-RNN architecture for modelling gait videos with graph sequences. The adjacency estimation layer estimates the

edge weights by utilizing the bilinear transform, the graph RNN layer is designed to track and propagate temporal graph patterns, the vertex-wise RNN layer
helps to reduce model complexity by taking fewer vertex relations into account, and the graph pooling layer generates graph-level predictions referring to the

vertices with top likelihood which contribute to the FoG patterns.

Fig. 3. [Illustration of the construction of G; from the input temporal video
segment V;. Joints are detected by applying convolution pose machines to
the middle frame of V; and proposals are extracted by the bounding windows
centered at their associated joints. By treating the proposals {v;} as the vertices
of a graph and computing the pre-trained feature of each proposal V; as xi,
the adjacency matrix A can be estimated edge-wisely.

to estimate the weights of the edges of each graph; the
graph RNN layer is designed to track and propagate the
graph patterns of the input graph sequence; the vertex-wise
RNN layer helps reduce model complexity by involving less
vertex relations; the graph pooling layer generates graph-level
predictions, which refers to the vertices that have the highest
likelihood of contributing to FoG patterns. Similar to general
RNNS, deep representation can be achieved by stacking mul-
tiple graph RNN layers. Furthermore, the architecture can be
extended as bi-directional GS-RNNs to take both the past and
the future graphs for modelling.

A. Anatomic Joint Graph Sequence

As FoG events can be observed from anatomic regions,
anatomic joint proposals are extracted to construct a graph as
illustrated in Fig. 3 from each temporal segment of an input

video by adopting the convolution pose machines [44], [45].
In particular, a clinical assessment video is treated as a
sequence V = {V;} of which the element V; is a temporal
segment of a fixed duration and ¢ indicates its temporal index.
For each V;, convolution pose machines take the middle frame
to compute anatomic joint locations. Hence, square windows
can be identified with their centres located at each joint
position of V;. These windows obtained from the middle frame
are extended to the remaining frames of V;. Hence, the pixels
within the i-th window can be extracted as an anatomic joint
proposal V;' to characterize the local patterns around the i-th
joint.

By treating vi as the i-th vertex of a graph Gy, and thus
V; = {Vf} is the set of vertices of G;. In addition, E; denotes
a set of ordered vertex pairs (i.e., edges or arrows) to represent
the relations between any two vertices. Hence, a directed graph
Gy = (V4, Ey) is derived to represent the video segment V;.
To characterize the edges in E;, a weighted adjacency matrix
A, = (a;] ) € R™" is introduced. Note that A; is possible
to be asymmetrical as the interactions among joints can be
of either action or reaction. To further characterize the graph
Gy, let X; = (x},xtz, .. .,x{’)T, where xﬁ € R? denotes the
vertex feature vector computed using vi via pre-trained neural
networks to represent joint appearance and motion; let y/
be a binary response to indicate whether FoG occurs within
the i-th anatomic joint proposal at the temporal index ¢ or
not (i.e., 1 for FoG and O for non-FoG). In particular, denote
y; = max; yti as the graph-level response. Note that at least
one joint contributes to an FoG event if a graph-level response
is annotated as FoG.

According to the above discussions, an FoG assessment
video V can be represented as a dynamic graph sequence {G,}.
In terms of the dynamic characteristics, there are two
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Ilustration of the gate mechanism of the proposed Graph RNN cells based on LSTM and GRU for graph sequence of dynamic structures. Two kinds

of cells are designed: the graph RNN cell is applied to represent the vertex patterns with their adjacency relations; the vertex-wise RNN cell is devised to

reduce the model complexity, which helps build deep GS-RNNs.

unique attributes. Firstly, the joints can be occluded during
a trial, and it is not ensured that all the joints could be
accurately tracked across all temporal indices. Secondly, as a
computer-aided joint estimation method, some joints could be
incorrectly identified by the convolution pose machine. As a
result, the vertices and the edges of G; could change along the
temporal indices. Therefore, advanced sequential modelling
methods are required to process dynamic graph sequences by
effectively characterizing the dynamic structural patterns for
FoG detection.

B. Adjacency Matrix Estimation

When the prior knowledge of a dataset is not available,
an adjacency estimation layer is adopted in a GS-RNN to
learn a weighted adjacency matrix A; of which the element
a’ represents the relationship between the joint proposals
vi and v/. This layer introduces a bilinear transformation to
obtain edge weight estimation a;’, which explores the vertex
features xﬁ and Xt] . In addition, a bilinear operation is able
to address the inconsistent dimensions of the two inputs,
thus x; and x/ can be the features of different modalities.
By adding superscripts to x! and x; to denote different feature
modalities, xﬁ(c) € RP? is the feature vector extracted from
the pre-trained C3D and xtj ) ¢ RY is extracted from the

pre-trained ResNet-50. In particular, a,;’ is estimated as:

a’ = gx Mo x/ ), (1)

where M € RP*? is a matrix of parameters which can
be updated during the backward propagation, ©® is an
element-wise vector multiplication operator, and g(-) repre-
sents a function of R? — R which is chosen as a lin-
ear function with trainable weights and bias in this study.
Note that the estimated adjacency matrix A; is asymmetrical,
i.e., a,” * a,] ' due to the asymmetry of M and the different
feature modalities of vertex v} and V;. Such asymmetry is
helpful to represent different interactions (i.e., action and
reaction) between vertices. Note that the computation of A,
is differentiable and A; can be learned through both forward
and backward propagations.

C. Graph RNN Cell

Graph RNN cells in this study introduce gate mechanisms
similar to LSTM and GRU. Based on these two types of
mechanisms, we introduce the graph LSTM cell and the graph
GRU cell as shown in Fig. 4. The computations of the Graph
LSTM cell shown in Fig. 4 (a) are as follows:

i; == 0 (W AX; + Wyih 1 + 1;b)), (2)
fi .= o (W, rAX; + Wyrh, 1 +1,by), (3)
0; := 0 (W oAX; + Wpoh, 1 + 1,b,), “4)
¢ = tanh(Wy AX; + Wych, 1 +1,b), )
G =0 1+i,0¢, (6)
h; = o, © tanh(&,), (7
¢ ==Ly max(&), h; := 1,4 max(h). ®)
veV veV
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Similar to general LSTM cells, Eq. (2) computes the input gate
i, € RIV/I*P controlling the extent to which the new patterns
are introduced to the cell, where p is the hidden size. All the
vertices and the hidden state from the last temporal step are
involved, where o is an vertex-wise sigmoid function and 1, is
an all-one |V;| dimensional vector for broadcast purpose. First,
vertex features X, is multiplied with the adjacency matrix A,
which can be interpreted as the information exchange among
the vertices in line with the edge weights. Let X, = A/ X,
denote the exchanged vertex features of the input graph.
The original feature and the exchanged feature of the i-th
vertex can be written as x! = (x/!,x/2,...,x/4) and X =
()?,’1 , x, Y ,)Ztid) which correspond to the i-th row of X, and
X, respectively.

~I k_kj
x,] = Za,’ x7. )
k

In detail, Eq. (9) implies that the j-th exchanged feature of
vertex I in X, acquires information from the j-th original
features of its direct predecessors (including itself) xtkj with
the weight a,ik of the corresponding edges. Exchanging infor-
mation between the vertices helps capture useful patterns such
as simultaneously occurring abnormalities as references to
enhance representation learning. Next, linear transforms W,;
and Wy,; are applied to the exchanged features of the vertices
and the hidden state from the last step which is broadcast to
each vertex.

The forget gate f; € R!V11%P controls the extent to which the
existing patterns should be kept, the output gate o; € RIVilxp
controls the extent to which the cell state is involved into
computing the output, and the candidate cell state ¢, € R!V/I*?
are computed in the similar manner. Note that the graph-level
cell state ¢, € RIV/*P and the graph-level hidden state h; €
R!VIXP are obtained vertex-wisely. The graph-level states are
matrices of which each row contains the state of a particular
vertex. Given the potential for a temporally changing graph
structure, it is not always feasible to find the corresponding
vertices of the next graph. Thus maximum pooling operators
are introduced for ¢, and h, on vertices and the pooling states
are further broadcast to the vertices of the next graph. Hence,
the graph LSTM cell is able to keep track of the dependencies
among the graphs of the dynamic structures in the sequence.

Similar strategies are also applied to the computation of
graph GRU cells as shown in Fig. 4 (c). Graph GRU cells
involve less computation than graph LSTM cells, which are
expected to be more efficient for training and prediction.

7 = O'(szAXt + W,ch 1 +1,b;), (10)

r; := o (W, AX; + Wy hy 1 4+ 1,b,), (11)

h; := tanh(W, AX; + 1 © Wiphy_1 + 1,by),  (12)

h, = (1 —z)h; + 2 Oh,_, (13)

h, := 1,41 max o (hy). (14)
veV

D. Vertex-Wise RNN Cell

In general, stacking multiple Graph RNN layers in
a GS-RNN involves expensive non-linear computation,
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which significantly increases the model complexity. Therefore,
it tends to result in over-fitting issues. To alleviate such
issues and to build deep GS-RNNs, vertex-wise RNN cells
are proposed, which apply shared linear transformations on
each vertex separately. As a result, no pattern exchange is
conducted in the vertex-wise RNN cells as in graph RNN
cells. Vertex-wise RNN cells are implemented as vertex-wise
LSTM cells and vertex-wise GRU cells. The computation of
the Vertex-wise LSTM cell shown in Fig. 4 (b) are formulated
from Eq. (15) to Eq. (21).

ii := o (WyX; + Wyhi_1 +1,0)), 5)
f, =0 (W.rX; + Wyrhi_1 +1,by), (16)
0y := 0 (WxoX; + Wyoh 1 + 1,b,), a7
¢ = tanh(WyX; + Wy h, 1 +1,b,), (13)
G =0 1+i0¢, (19)
h, := o, O tanh(¢,), (20)
¢ = 1,41 max(¢,), h, := 1, max(h,). 2n
veV veV

Note that the vertex-wise LSTM cell can be applied to a graph
with an arbitrary number of vertices. Indeed, the proposed
vertex-wise dense layer can be viewed as a special case of the
graph RNN cell with A; = L

Similarly, the vertex-wise GRU cell shown in Fig. 4 (d) can
be formulated from Eq. (22) to Eq. (26).

z; = 0 (Wi X; + Wy h 1 + 1,D,), (22)

r, =0 (W, X; + Wy hy 1 + 1,b,), (23)

b, := tanh(W, Xy + 1, © Wiphe_1 + 1,b),  (24)

h, = (1 —z)h; +2 Oh,_y, (25)

h; := 1, max o (). (26)
veV

E. Graph Pooling

The state h, of the graph RNN cell and the Vertex-wise
RNN cell can be viewed as hidden vertex features of the
corresponding layer. Vertex-wise fully connected layers and
activation functions can be applied to compute the FoG
probability of each vertex, which indicates whether FoG
happens in regard to the vertex or not. In general, for a
graph G, = (V,,E,), let § € R!V»! denote the outputs of
the last fully connected layer, in which the i-th component
y; of ¥ is the estimation of the response of the i-th vertex
yi and |V | is the number of vertices. Since the vertex-level
annotation is not available, i.e. no prior knowledge of y/,
a pooling strategy is applied to produce the response y; of an
entire temporal segment. Note that the pooling operation also
eliminates the impact of the inconsistent structures of the entire
graph sequence. The basic assumption of graph pooling is that
at least one vertex contributes to the FoG event when FoG
is annotated on the entire graph (the video segment). Hence,
the maximum elements of §, can be viewed as an estimation
of the graph-level response y;, which is estimated as:

9 = max; (91, 27)

where j; represents the response of a graph.
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Let f, denote the computation of the forward propagation
of the proposed GS-RNN. As a binary classification problem,
a cross-entropy loss function is used to optimize the model f.
A superscript n is used for the variables mentioned above to
indicate the n-th training sample. Therefore, the loss function
of the proposed GS-RNN is defined as:

7= = 3 P P1ogGE) + (1 =y log(1 — 5.
n t

(28)

F. Context Fusion

GS-RNN f, computes the prediction $¢ based on the input
graph sequence. Nonetheless, the global context is absent by
involving the joint proposals only. To further help accurately
characterize FoG patterns, a context model f. is applied to
take the entire video segment sequence {V;} as the input.
The prediction yf = f;(V;) is derived and further fused
with $2. The context model f, is chosen as a pre-trained
C3D network which is adopted for each video segment V;
and an RNN network which is further applied to formulate
temporal relations between the C3D features of these temporal
segments.

Without increasing the model complexity, the graph
sequence based model and the context model are trained
independently. Fusing 3¢ and ¥ helps to better predict FoG
events. Three fusion strategies, including the product fusion,
the maximum pooling fusion and the linear fusion, are listed
from Eq. (29) to Eq. (31).

Yo = 995, (29)
¥ = max(yy, }7;?). 30)
Je=y9+ A=), y €(0,1). 31)

The outputs of these three fusing functions are in [0, 1],
representing the probability of an FoG event occurring
in Vt.

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS
A. FoG Dataset & Evaluation Metrics

The dataset in this study consists of videos collected from
45 subjects who underwent clinical assessment. During the
clinical assessment, each subject completed a Timed Up
and Go (TUG) test used for functional mobility assess-
ment [46]. The TUG tests were recorded by frontal view
videos at 25 frames per second with a frame resolution
of 720 x 576. FoG events within these videos were anno-
tated by well-trained experts on a per-frame basis. Note
that clinical staff were involved in the video recording
processes to ensure the safety of the subjects during the
TUG tests. Furthermore, the angle of the camera was set
to capture the body parts from chest to feet to meet ethical
requirements.

In summary, 167 videos totalling 25.5 hours in duration
were acquired, where 8.7% of the total hours collected
contained FoG patterns. This indicates a highly imbalanced
dataset. For FoG detection, these videos were divided into
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TABLE I
DEMOGRAPHICS OF THE FOG VIDEO DATASET

MMSE
27.94 (1.9)

2%
38%
18%
33%
10%

Age, years
68.49 (7.7)

Years since diagnosis

9.94 (5.8)

Education, years

13.80 (3.2)

Hoehn and Yahr stages

(SRR SO I SR

91,559 one-second long non-overlapped video segments.
If any frame of a segment was annotated as FoG referring to
the ground truth, this segment was labelled as FoG; otherwise
it was labelled as non-FoG. The demographics of the dataset
are listed in Table I including age, year since diagnosis, educa-
tion, cognitive function (evaluated by MMSE), and Hoehn and
Yahr stages [47], which is a common metric to describe the
symptoms of PD progress. This dataset has the largest number
of subjects in the literature of vision-based Parkinsonian gait
analysis. For example, 11 subjects were involved in the work
of [10] and 30 subjects in [11]. It is also the first one for FoG
detection.

To evaluate the performance of the proposed method over
this dataset comprehensively, a 5-fold cross validation was
introduced. The 45 subjects were randomly and evenly par-
titioned into 5 groups. For each fold, the video segments
of 4 groups were chosen for the training and validation pur-
poses, and the video segments of the remaining one group were
used for test purposes. Therefore, the videos of each subject
only appeared in either the training or test partition, which
helps to statistically estimate the performance for unseen
subjects.

A number of metrics were adopted to comprehensively eval-
uate the FoG detection performance. Firstly, as the prediction
9y is continuous in [0, 1], which indicates the FoG probability,
a threshold & should be identified in line with a specified use
case. If y; > 6, the corresponding video segment was marked
as an FoG event; otherwise the segment was marked as a
non-FoG event. Next, accuracy (the percentage of the samples
correctly classified over the total sample size), sensitivity (true
positive rate) and specificity (true negative rate) associated
with this threshold were computed. By varying the threshold
and plotting the corresponding sensitivity against 1-specificity,
receiver operating characteristic (ROC) curve, and area under
curve (AUC) were further utilized to evaluate the effectiveness
of the proposed GS-RNNs.

B. Implementation Details

In this study, three types of pre-trained features were applied
including Res-Net 50 vertex features, C3D vertex features and
C3D context features. The details of obtaining these features
are introduced as follows:

+ Res-Net 50 vertex feature Setting the bounding window
as 50 x 50 pixels, the size of each anatomic joint proposal
was 25 x 50 x 50 x 3, where 25 was the frame rate and 3
represented the RGB channels. Pre-trained ResNet-50
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ROC for Different GS-RNN Architectures
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(a)

Fig. 5.
and sequential patterns.

with a size (2, 2) at last pooling layer was applied frame
by frame. The maximum pooling operation was applied
along the temporal axis to reduce the model complexity
and the computational cost. The dimension of Res-Net 50
vertex feature vector was 1 x 2048.

o C3D vertex feature The purpose of C3D vertex fea-
ture differ from the Res-Net 50 feature. The Res-Net
50 feature was only applied in the adjacency matrix
estimation whilst the C3D vertex feature was used for
modelling motion patterns as well. A higher precision of
C3D feature was expected, and the proposal size was set
to 100 x 100. The dimension of C3D vertex feature vector
was 1 x 8192.

o (3D context feature The video frames were first re-sized
with fixed aspect ratio and cropped into temporal clips
with size of 25 x 224 x 224 x 3. These temporal clips
were then fed to a pre-trained C3D network to compute
spatial-temporal features. The dimension of the C3D
context feature was 1 x 32768.

Given the imbalanced dataset, all the positive samples were
used, with an equivalent number of negative samples randomly
selected from the training set in each epoch for model training.
The initial learning rate was set to 0.001, utilizing the stochas-
tic gradient decent optimizer. With an Nvidia GTX 1080Ti
GPU card, training of the bi-directional GS-GRU for each
epoch was completed in 50 minutes (containing videos from
40 subjects); for the testing, each one-second video segment
was computed within 0.5 sec.

C. FoG Detection Performance of GS-RNNs

GS-RNNs were evaluated by applying different types of
GS-RNN cells including GS-LSTM cells or GS-GRU cells,
and the directions were set as forward or bi-directional. Similar
to general RNNs, the forward direction involved only the
past graphs and can be utilized for online predictions. The
bi-directional network utilized both the previous and the future
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ROC curves of GS-RNNs. (a) Comparison among different GS-RNN architectures. (b) Comparison among different strategies involving structural

TABLE II

COMPARISON OF DIFFERENT GS-RNN ARCHITECTURES
FOR FOG DETECTION

GS-RNN Architectures AUC
Bi-directional GS-GRU 0.884
Bi-directional GS-LSTM 0.869
Forward GS-GRU 0.875
Forward GS-LSTM 0.883

TABLE III

COMPARISON OF DIFFERENT STRATEGIES TO REPRESENT
STRUCTURAL AND SEQUENTIAL GRAPH PATTERNS

Methods AUC
Bi-directional GS-GRU 0.884
Bi-directional GS-GRU w/o Adjacency Patterns 0.879
Sequential Prediction w/o Structural Patterns (C3D-GRU) 0.878
Graph Prediction w/o Sequential Patterns (GCNN) 0.878
Prediction w/o Structural and Sequential Patterns (C3D) 0.874

graphs for accurate characterization and prediction of the
graph FoG patterns. In detail, we implemented the forward
GS-LSTM, the forward GS-GRU, the bi-directional GS-LSTM
and the bi-directional GS-GRU. Each model contained an
adjacency matrix estimation layer, a graph RNN layer,
a vertex-wise layer and a graph pooling layer. Fig. 5 (a)
shows the ROC curves of the proposed architectures and
Table II lists the AUC of these curves. The bi-directional
GS-GRU achieved the highest AUC value 0.884 compared
with the other GS-RNN architectures. As expected, the bi-
directional GS-GRU outperformed the forward GS-GRU. For
GS-LSTM, the gated mechanisms are much more complex
than GS-GRU, thus the model complexity of the bi-directional
GS-LSTM increases, which negatively impacted the model
performance.

GS-RNNs take both the structural and temporal graph
patterns into account simultaneously. To evaluate how these
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TABLE IV
DELONG’S TEST FOR DIFFERENT STRATEGIES TO REPRESENT STRUCTURAL AND SEQUENTIAL GRAPH PATTERNS

Methods AUC Diff. Z p

Sequential Prediction w/o Structural Patterns 0.007 4.04 5.33E-05
Bi-directional GS-GRU w/o Adjacency Patterns 0.005 4.54 5.51E-06
Prediction w/o Structural and Sequential Patterns 0.012 7.23 4.68E-13
Graph Prediction w/o Sequential Patterns 0.015 1134 <22E-16

ROC for Different Fusion Strategies
T T T T T
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Comparison of the detection results in terms of ROC Curves. (a) Comparison among different fusion strategies. (b) Comparison among the best

fusion strategy and the cases that graph representation and context model are used independently.

patterns contributed to FoG detection, we further compared
the bi-directional GS-GRU with different methods, which
either partially or do not utilize these patterns. The first one
is the bi-directional GS-GRU without the adjacency matrix,
which only utilizes two vertex-wise GRU layers. The second
(C3D-GRU) utilized the entire video segment with C3D by
ignoring the anatomic graph as input, representing temporal
patterns with GRU. The third (GCNN) ignored sequential pat-
terns and applied GCNN to process each graph independently.
The last (C3D) generated the prediction on entire temporal
segments with C3D independently. Note that the second and
the last methods can be viewed as context-level models as they
utilized the entire video segment in a straightforward manner.
Hence, for simplicity, the context model, which is further fused
with GS-RNN for the complementary purpose, was selected
from these two methods by referring to their performance in
this study.

Fig. 5 (b) shows the ROC curves of these methods and
Table III lists the AUC values of the ROC curves. The results
indicate that simultaneously characterizing the structural and
the sequential graph patterns enhanced the performance of
FoG detection in terms of AUC. In addition, DeLong’s test
was applied to evaluate the statistical significance of the
improvements [48], [49]. DeLong’s test is a nonparametric
approach by using the generalized U-statistics for the ROC
curves. Table IV lists the results of the DeLong’s test. The
p-values of the bi-directional GS-GRU and the rest methods
indicate that the improvements were statistically significant
(e = 0.001). Therefore, characterizing the structural and the

sequential graph patterns of gaits was clearly helpful for FoG
detection.

D. FoG Detection Performance of Fusion Strategies

To further improve the performance of FoG detection,
the context prediction f was fused with the GS-RNN pre-
diction $¥. The context model was chosen as a general GRU
network for sequential predictions, which utilized C3D context
features as the input. Note that the GS-RNN model and
the context model were trained independently avoiding an
increase in model complexity. In terms of the fusion strategies,
the linear fusion, the product fusion and the maximum pooling
fusion were investigated. For the linear fusion, y = % andy =
% were selected, which achieved the best image classification
performance in [50].

Fig. 6 shows the ROC curves of different fusion methods
and Table V lists the AUC values of these ROC curves.
Fig. 6 (a) illustrates the curves of different fusion strategies.
The linear fusion strategy with y = % achieved the best
overall performance 0.900 in terms of AUC. In Fig. 6 (b),
the curve of the best fusion strategy was compared with the
cases that the graph sequence model and the context model
are utilized independently. The fusion predictions improved
the detection performance by taking advantage of the two
independent methods. The improvement in terms of AUC to
the best fusion method compared with $¢ and 3¢ are 0.016 and
0.029, respectively.

In particular, the sensitivity, the specificity and the accuracy
related to a threshold § were also adopted for the evaluation,
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TABLE V
COMPARISON OF DIFFERENT FUSION STRATEGIES

False False Likelihood  Likelihood
AUC  Youden’s J  Sensitivity = Specificity =~ positive  negative ratio ratio Accuracy
rate rate positive negative
Linear fusion with v = % 0.898 0.66 86.5% 79.6% 20.4% 13.5% 4.24 0.17 80.2%
Linear fusion with v = % 0.900 0.66 83.8% 82.3% 17.7% 16.2% 4.75 0.20 82.5%
Maximum pooling fusion 0.898 0.66 83.7% 82.1% 17.9% 16.3% 4.67 0.20 82.2%
Product fusion 0.897 0.65 84.3% 80.4% 19.6% 15.7% 4.31 0.20 80.8%
Bi-directional GS-GRU 0.884 0.64 84.4% 79.2% 20.8% 15.6% 4.05 0.20 79.6%
Context model 0.878 0.61 77.4% 83.4% 16.6% 22.6% 4.65 0.27 82.8%
TABLE VI not explored to characterize FoG patterns. Although bilin-

COMPARISONS WITH EXISTING METHODS

Method AUC  Sens. Spec. Acc.

C3D [27] 0.874  80.2 80.2 802

P3D [28] 0.819 77.1 74.1 74.5

Spatial + Dilated Temporal CNN [52] 0.844  80.0 789  79.0
2D CNN (ResNet-50) + LSTM [29] 0.863 849 748  75.7
Bilinear Attention Pooling [53] 0.848 85.1 75.0 75.9
Space-Time Region Graphs CNN [16] 0.846  78.3 77.5 77.6
C3DAN [54] - 68.2 80.8  79.3
Global-local 2D CNN + LSTM [17] 0.869 845 765 712
Bi-directional GS-GRU 0.834 84.4 792 79.6
GS-GRU Fused with Context 0.900 838 82.3 82.5

which maximized the following Youden’s J statistic [51]:

0 = argmin sensitivity + specificity — 1. (32)

%

By maximizing this statistic, a threshold can be derived to
treat the sensitivity and the specificity with equal impor-
tance. These evaluation metrics and associated J statis-
tics are also listed in Table V. For the best fusion
strategy, the sensitivity, specificity and accuracy values
related to this threshold achieved 83.8%, 82.3% and 82.5%,
respectively.

E. Comparison With State-of-the-Art Methods

We conducted comparisons with 6 existing video clas-
sification methods, including the 3D convolution meth-
ods [27], [28], the dilated temporal CNN method [52],
the CNN-LSTM method [29], the bilinear pooling method [53]
and the space-time region graphs CNN method [16], and our
two recent studies, including C3DAN and global-local 2D
CNN + LSTM are listed [?], [54]. As shown in Table VI,
C3D and 2D CNN (ResNet-50) + LSTM outperformed the
others, which suggests that integrating C3D and the ResNet-
50 pre-trained neural networks to construct the vertex features
and their relations is reasonable. Although dilated temporal
convolutions have demonstrated their effectiveness for many
temporal data related tasks, they were not able to capture the
dynamic FoG patterns adequately. Space-time region graphs
have been proposed to characterize the patch relations by uti-
lizing GCNNs, however, the long-term temporal relations were

ear methods have been successfully applied for fine-grained
classification problems, the increased model complexity of
bilinear models may compromise the performance for FoG
detection.

Our recent work C3DAN [54] aims to identify attended
regions, but the movements of supporting staff may also be
considered, which could compromise the performance of FoG
detection. In [17], the structural patterns among joints were
first explored for FoG detection with promising results. The
improvement of GS-RNN over [17] demonstrates that tempo-
ral context is also important for characterizing the temporal
dynamics of FoG events.

In summary, these comparisons clearly demonstrate
the effectiveness of our proposed GS-RNN for FoG
detection.

F. Key Vertex Localization

In order to further understand how the sequential graph
representations contribute to FoG detection, Fig. 7 visual-
izes the vertex-level responses of the bi-directional GS-GRU
and GCNN methods. Note that the bi-directional GS-GRU
utilizes sequential patterns while GCNN treats input graphs
individually. Two positive 6-second FoG video clips are visu-
alized and one frame is selected per second for the illus-
tration purpose. The vertices which achieve the top-5 FoG
scores in a graph are highlighted in red and defined as key
vertices.

In general, multiple persons can appear in a video and the
anatomic joint proposals (vertices) are produced collectively.
For positive FoG video clips, the key vertices should be
correctly located on the patient subjects because FoG events
should not be associated with supporting staffs. Otherwise,
the algorithm would produce incorrect predictions. Therefore,
the key vertices correctly located on patient subjects are
counted per second. For the bi-directional GS-GRU, most of
the key vertices are located on the patient subjects while
some top vertices occasionally appear on the supporting
staffs, which demonstrates that GS-GRU takes the correct
joint proposals to recognize FoG events. However, for GWN,
which does not introduce graph sequential patterns, the count
of correctly located key vertices decreases. It indicates that
sequential graph representations play an important role in
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Iustration of the key vertex localization task in two FoG video clip samples by utilizing the bi-directional GS-GRU and GCNN methods. Each clip

is of 6-second length, of which one frame is selected per second for the figure, and the top-5 scored vertices (key vertices) are highlighted in red. The count
of the key vertices correctly locating on the subjects are noted on each frame, and it can be observed that GS-GRU is more likely to focus on the subjects,

which is benefited from the graph temporal relations.

improving the performance of FoG detection and can provide
additional insights associated with FoG events.

V. CONCLUSION

In this study, a novel deep neural network architecture
GS-RNN is presented to process the spatial temporal data
represented as dynamic graph sequences. Graph RNN cells
and vertex-wise RNN cells are devised as the building blocks
of GS-RNNs, which model the structural and the temporal
graph patterns simultaneously. To this end, GS-RNNs can be
used to formulate vision-based FoG detection as a fine-grained
sequential modelling task. Comprehensive experimental results
on an in-house dataset, which has the largest number of sub-
jects in the literature of video-based PD gait analysis, demon-
strate the superior performance of the proposed GS-RNN
architectures. In addition, the graph representation of anatomic
joints provides an intuitive interpretation of the detection
results by localizing the key vertices of an FoG video, which is
helpful for clinical assessments in practice. In our future work,
we will focus on simplifying GS-RNN cells and architectures
to reduce the computational cost for training and prediction
phases without compromising the model’s learning capacity.
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